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ICE Workshop
Basics of Psychometrics: 
Deciphering “It Depends”

Alpine Testing Solutions

Brett P. Foley, Ph.D., Sr Psychometrician, Dir. Professional Cred.

Corina M. Owens, Ph.D., Psychometrician

Workshop Agenda

• Session 1:
• Program Design
• Design Test
• Analyze Domain
• Develop Blueprint
• Develop Content
• Review Content

• Break
• Small Group Breakout 1:

• Performance Exams
• Licensure Testing

• Session 2:
• Pre-test & Analyze
• Assemble Operational Test
• Conduct Standard Setting
• Maintain Test

• Break
• Small Group Breakout 2:

• Development Activities in the 
Virtual Environment

• Program Accreditation

Workshop Agenda

• Session 3:
• Remote Proctoring

• Break

• Session 4:
• Security Analyses

• Session 5: 
• General Q&A

Session 1

Validity
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Test Development Process Reliability

• Confidence in the exam scores and decisions
• Internal consistency, decision consistency

• Increase reliability      by minimizing error or 
measurement “noise”
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Fairness

• Bias: Does any group of candidates have an unfair 
advantage on the exam?

• Common subgroups:
*Age  *Work setting
*Gender *Training program
*Ethnicity *Geographic region
*First language 

• Avoid jargon, local terminology, workplace-specific wording, and 
complex language

• Sensitivity: Avoid offensive language/characterizations
• Equity: Different forms of the exam are equally challenging 

9

Test Development Process

Program Design: Importance of a sound design

• Sets appropriate and well-reasoned structure aligned 
with program goals and audiences

• Acts as the foundation for all downstream development 
activities

• Outlines:
• All program assessments to be developed
• The purpose and requirements for each assessment
• Specific points of certification (if any), and related 

requirements
• Other important information

Program Design

• Stakeholders
• Sponsors
• Consumers
• Test takers

• Value proposition
• Outlines intended value to each stakeholder 

• Program architecture
• Number and relation of tests
• Requirements for each test
• Recognition points (e.g., certification, licensure)
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Program Design

• Distinguishing the purpose
• Certification

• Recognize achievement and competency

• Assessment based certification
• Provide targeted instruction and training

• Professional development
• Identify individual strengths and areas for improvement

• Employment decisions
• Inform decisions like hiring, firing, and promotion

• Other

Test Development Process: Design Test

Design Test

• Exam purpose

• Target Candidate Audience

• Functional Exam Specifications

AlpineTesting.com

Test Design

• Provides:
• Critical test domain boundary information for downstream test 

development activities
• Calibration information for downstream test development activities

AlpineTesting.com

Test Design

• Purpose should include information on:
• Intended use of the test
• Intended interpretation of the results
• Potential misuses of the test/results

• Purpose should be informed by:
• Intended value to stakeholders
• Structure of the larger program
• Requirements related to the test

AlpineTesting.com

Test Design

• “Target Candidate” or “Target Test Taker”
• Also referred to as: 

• Minimally qualified
• Minimally competent 
• Borderline proficient

• Acts as a dichotomous decision point threshold around which content is 
developed and evaluated
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Test Development Process: Design Test

19

Example Considerations

• Test Format 

• Item Types

• Exam Time

• Delivery Mode

Test Development Process: Analyze Domain Test Development Process: Analyze Domain

• Often referred to as “Job Task Analysis” and “Practice 
Analysis”

• Process to determine and document:
• A structured inventory of a target candidate’s:

• Main functions and tasks 
• Enabling knowledge, skills, and abilities

Domain Analysis

• Provides:
• Basis for what is measured in test (i.e., the test domain)

• Differs from a curriculum domain

• Information to be translated into the test blueprint
• Resources for downstream test developers (e.g., item writing 

ideas)

Domain Analysis

• A task inventory is a process component of a domain 
analysis process intended to:

- Determine a hierarchical structure (sometimes called “work 
model”) for a domain

- Outline the a) relevant and b) delineating tasks related to the 
target candidate in a domain
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Domain Analysis

• Task inventory work product criteria:
• Each task should be 

• Imperative/verb based
• Observable
• Peer level
• Characteristic of minimal qualifications

Domain Analysis

• Underlying knowledge, skills, and abilities (KSAs) of 
tasks/functions identified to:

• Clarify enabling sub-tasks/sub-functions
• Provide tools to downstream users (e.g., survey participants, 

item writers)
• Inform translation of tasks into measurement objectives

• Might be referred to as:
• Task specifications
• Cognitive enablers
• Descriptors

Domain Analysis

• Enabling KSAs work product criteria:
• Each Enabling KSA should be 

• Action/verb based
• Observable
• Evidence components of task performance
• Illustrative but not exhaustive

Test Development Process: Analyze Domain

Blueprint development

• Often referred to as “test specifications” or “content 
outline”

• Process to determine and document:
• What specifically should be measured
• How test content should be distributed

Blueprint development

• Translates domain of practice into test domain

• Prescribes to downstream developers (e.g., item 
writers):

• Measurement objectives
• Number of scoring opportunities
• Relative distribution of content

• Provides test takers information
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Blueprint development

• Measurement objectives are…
• Samplings from the domain of practice
• Things we need to measure about the MQC
• Verb-driven
• Observable
• Translated directly from domain requirements
• Broad enough to allow for multiple items
• Prescriptive enough to guide item writers/test takers
• Indicative of cognitive complexity of domain requirements

• Example: “Given a specific threat, determine which secret weapon to 
employ”

Blueprint development

• Blueprint “weightings” indicate:
• The relative importance of content, such as:

• At the section level
• At the objective level
• For specific item types

• How many total scoring opportunities/items per:
• Test form
• Item pool

• Blueprint “weightings” may determined through:
• Survey data
• Subject Matter Expert (SME)/sponsor input
• Oversight/advisory/legislative bodies

Example Test Development Process: Develop Content

Content Development

• Referred to as items, questions, and tasks
• What the test taker sees/responds to on the test

Validity and Content Development

• Test content should be a representative sample of the 
actual job/practice domain.

• Develop items that…
• represent the content and cognitive level specified in the test 

objectives,
• support the overall purpose of the test,
• align with the intended interpretation and use of test scores,
• are technically accurate, and
• follow current item writing practices supported by research.
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Item Types

• Selected-response items
• Objectively-scored items = Key is not open to 

interpretation
• Multiple-Choice/Matching with Variants: Multiple 

Response, Context-Dependent Item Set, Point-and-Click, 
Connect-the-Points, Drag-and-Drop

• Constructed-response items
• Subjectively-scored items typically, but can be objectively 

scored
• Any item type which requires the test taker to produce 

rather than select a response.

Selected-Response Items
Advantages Disadvantages» Measure all but 

“create” level of 
cognitive 
complexity

Constructed-Response Items
Advantages Disadvantages

Minimize the breadth of 
coverage of a content topic 

due to time constraints

Requires development of a 
scoring rubric and training of 
scorers to avoid low reliability

Requires complex 
administration format and 

introduces potential confounds

Higher costs and longer 
timeline to develop, administer, 

and score

Allow for creativity of response

Can elicit more in-depth info 
about test takers’ knowledge of 

a topic

Allow for assessment of 
highest level of CC (create)

Usually perceived as more 
authentic

» Can measure at all 
levels of cognitive 
complexity 
including creating 
a process/product

» Requires test 
takers to work in 
settings that more 
closely resemble 
real-life work 
situations

Fact or Myth?

• Performance tests require constructed response

• Labs and simulations always measure at the “create” 
level of cognitive complexity

• Constructed response always measures at the “create” 
level of cognitive complexity

• Selected response can only measure “remember” and 
“understand” levels of cognitive complexity 

Multiple Choice Items “____ _____ _____. 
____ _______ _____? ”

a.“_____”
b.“_____”
c.“_____”
d.“*******”

Terms
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Distractors
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Guidelines

Critical Guidelines 

• Focus the stem to ask a single question.

• Word the question statement positively.

• Include the central idea or focus of the item in the stem.

• Ensure each option logically answers the question.

• Write the item at the same cognitive level indicated by the 
objective.

Other Guidelines 

• The key should not stand out visually
• Options should be constructed in a parallel fashion 

• Test takers should be double cued if more than 1 keyed response is present
• Example: “Which two sports require a helmet? (Choose 2)”

• Avoid
• Teaching sentences
• Options that can be ruled in/out without reading the stem

Drag and Drop (Place) Items

Drag and Drop Example Scoring considerations

• Needs to account for all predictable solutions

• Target scoring areas should allow for a reasonable 
amount of error

• Distractor areas should be identified for analysis

• Test taker effort should be taken into item weighting 
and subweighting

• E.g., For each icon correctly dragged, test taker gets 1 point.
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Case studies

What is a case study?

• Acts as a static content platform for which to base a 
series of items

• Contains stimuli (information, exhibits, etc.) for test 
takers to consider

• Fosters higher cognitive complexity items

• Allows for more efficient use of item writers’ time

Case Study Example Part 1 Case Study Example Part 2

Case Study Example Part 3 Case study tips

• Construct items that require test taker to consider: 
• the case study stimuli
• multiple variables

• Solid ideas for items include:
• Decisions based on requirements, constraints, and variables
• Implications/predictions related to current situation
• Troubleshooting
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Case study tips

Other:

• Distractors should be written so that they might be 
correct outside of this case

• Consider the case study the item stem without a 
question

• Keep the stems concise

Considerations for Selecting Item Type

• Intended interpretation and use of test scores

• Levels of cognitive complexity specified in blueprint

• Program constraints and requirements
• Budget
• Timeline
• Face validity
• Delivery, data collection, and scoring capabilities
• Analysis and assembly capabilities

AlpineTesting.com

Other Item Types?

Other Considerations?

57

Test Development Process: Review Content

Congruence & Accuracy Review

• Recommend a facilitated meeting of Subject Matter 
Experts (SMEs)

• Each SME brings a unique viewpoint to the review
• Allows for discussion and consensus regarding 

congruence, technical accuracy, and, to a lesser extent, 
bias, style, and grammar

• Items must:
• meet the purpose and use of the test
• meet the content and cognitive level of the objective
• be important enough to include in the test
• be of appropriate difficulty for the MQC

Congruence & Accuracy Review

• Clear and understandable stems and options

• Truly correct key

• Truly incorrect but plausible distractors
• Parallel construction
• Appealing to MQC
• Logically answer the question

• Absence of bias and ambiguity

• Complete items
• All necessary components of the item are provided
• Item functions correctly
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Typical Development Workflow

• SME writes item
• Test development professional reviews item

• Item writing guidelines

• Editor reviews item
• Grammar and style

• SME group reviews item
• Congruence and accuracy

• Editor reviews item
• Approved for pilot/beta testing

• Statistical evaluation

• Approved for operational use

Logical Progression: Linking the exam to the job

Item 
Development

• Items are 
written to 
match the 
exam 
blueprint

Develop 
Blueprint

• Blueprint is 
constructed 
to reflect 
relative 
importance 
of content 
found during 
JTA

Analyze 
Domain

• JTA identifies 
Tasks/KSAs 
necessary to 
do the job

Job Role/

Profession

• Actual thing 
we want to 
know if 
someone can 
do.

Break

10 minutes

Breakout Groups

Performance Exams

Or

Licensure Testing

Session 2:

Test Development Process: Pretest & Analyze
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Pre-test

• Also referred to as:
• Beta testing
• Pilot testing

• Process to:
• Gather statistics from a test taker population
• Analyze item statistics for usability

Pre-test

• Provides empirical data on item performance 
• Used to determine if item provides evidence toward test 

use(s) and inference(s)

• Used by downstream test development participants to 
help:

• Populate/balance forms
• Make cut score decisions

Pre-test

• Stand-alone forms of pilot content against sample test 
taker population, or

• Operational forms against “live” test taker population with 
embedded pilot items

Pre-test

• Statistical Analysis
• Item difficulty
• Item discrimination
• Time considerations

• Item Comments

Analyze: Statistical Review

• Purpose:
• To make decisions on the fate of items that have 

been statistically flagged

• Statistically flagged:
• Pilot/operational results indicate an item warrants 

further review

P-value

• Proportion of candidates who answered the item 
correctly

• Example: 
• p-value of 0.67 means that 67% of the candidates 

answered it correctly

• Range from 0 to 1

67 68
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Item-Score Correlation (ISC)

• Represent the relationship between 
performance on an item and performance on 
the full exam

• Alpine is computing this using the Point-Biserial 
Correlation

• Ranges from -1 to 1

Correlations in Testing
Comparing Item Performance to Exam Score

Problems that may trigger flags

• Item is miskeyed/multiple correct answers/no correct 
answer

• Low p-value
• Low ISC
• High p-value for a response option

• Item not appropriate for MCC (i.e., well above/below 
expectations for entry level practice)

• Very low/high p-value

Problems that may trigger flags (continued)

• Item doesn’t align with division
• Low ISC

• Item contains some source of bias (e.g., regional 
differences in best practices)

• Low ISC

Innocuous features that may trigger flags

• Easy, but appropriate for MCC and correct
• High p-value & low ISC

• Challenging, but appropriate for MCC and correct
• Low p-value & low ISC

• Important/appropriate emerging content
• Low ISC, low p-value

• Important content that stands out from the other 
content (e.g., ethics, math), but still fits in the division

• Low ISC

Committee Task: Review flagged items and make 
decisions

• Keep
• Item is accurate and fits in the division

• Retire
• Item has problems that make it inappropriate for future use

• Special case for “quick-fix” issues: Copy to new item 
and re-pilot

• Item is fixed and treated as new
• Original version of item retired
• Focused on extremely valuable items only 
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Un-flagged item

Key/Correct 
Response = B

85% of 
candidates got 
the item correct

Positive ISC 
(.228) 243 of 267 high-performing 

candidates chose the right 
answer

Flagged item

9.5.D.2 option p-value correlation 28 to 67 68 to 74 75 to 80 81 to 85 86 to 98
A 0.116 -0.234 55 30 21 12 8

> B 0.206 0.043 34 48 50 47 45
C 0.570 0.289 77 99 149 144 149
D 0.106 -0.276 62 21 17 10 5

Key/Correct 
Response = B

Only about 21% of 
candidates chose right 
answer

Most candidates (57%) 
chose option C

Option B has an ISC 
close to zero 

Option C has a 
positive ISC

Three times as many (149) high-
performing candidates chose option 
C as chose option B (45)

Questions for panel:

• Is option B clearly correct?

• Is option C clearly wrong?

Test Form Statistics

Distribution of 
Candidate Results

Statistics for Group 
Comparisons

Measures of 
Reliability/Precision

Test Development Process: Assemble Operational Test

Selecting Items

• After pretesting, determine which items are acceptable 
for use moving forward

• Administer group of items that meet test blueprint

Administration model

Forms
• Established set of 

items (can have 
several forms)

• Equity benefit

• Security concern

Random Item Selection
• Unique set of items for 

each test taker

• Security benefit

• *Equity concern
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Test Development Process: Conduct Standard Setting Test Development Process: Why Conduct 
Standard Setting?

• Criterion vs. Norm Referenced

• Think about running a race
• Winners can be selected based on the time spent running the race, or on 

the place in which they finish

• What are Licensure and Certification exams?
• Criterion or norm referenced

86

Test Development Process: Standard Setting

1. Define the expectations for the exam (performance 
standard)
• What does a minimally qualified candidate know?
• What is a minimally qualified candidate able to do?

2. Translate the performance standard into an exam score 
(passing score)
• How will the minimally qualified candidate likely perform on the 

items?

87

Define the Minimally 
Qualified Candidate 

View items and 
provide initial 

judgments 
Review data

View items for a 
second time and 

provide final ratings

Test Development Process: Standard Setting 
Steps in the Process

88

Define the expectations 
for the exam 

(performance standard). 
What does a minimally 

qualified candidate know?
What is a minimally 

qualified candidate able 
to do?

Panelists judge how 
they believe a 

minimally qualified 
candidate would likely 
perform on each item 

on the exam.

Review individual and 
group ratings, any 

additional information 
about items or beta 

population available, and 
discuss selected items.

Reflect on the data 
provided, the item 

discussions, and each 
item to provide a final 

judgment.

Test Development Process: Standard Setting
Step 1:

89

Define the Minimally 
Qualified Candidate 

Define the expectations for the exam 
(performance standard). What does a minimally 

qualified candidate know?
What is a minimally qualified candidate able to do?

MQC

90
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View items and 
provide initial 

judgments 
Review data

View items for a 
second time and 

provide final ratings

Test Development Process: Standard Setting 
Steps in the Process

91

Panelists judge how 
they believe a 

minimally qualified 
candidate would likely 
perform on each item 

on the exam.

Review individual and 
group ratings, any 

additional information 
about items or beta 

population available, and 
discuss selected items.

Reflect on the data 
provided, the item 

discussions, and each 
item to provide a final 

judgment.

Test Development Process: Standard Setting 
Methods

• Bookmark Method

• Angoff
• Yes/No
• Percentage
• Extended

• Body of Work Method (BoW)

• Supplementary Method
• Hoffstee

Engage Policymakers in the Standard Setting 
Process

• Because…
• Policymakers are the ones with the authority and 

responsibility to determine final cut scores, and…
• Rationale should be provided when policymakers deviate 

from standard setting study recommendations

• It follows that policymakers should have…
• a formal, systematic role in the standard setting process
• sufficient information to guide their decisions
• instruction in…

• the standard setting process 
• interpretation of standard setting recommendations

11/5/2020 93

Example: Responsibility Assignment Matrix

11/5/2020 94

AlpineTesting.com

SCORE REPORTING

95

Score Reporting

• The way in which performance information is 
communicated to test takers and other stakeholders

Reminder:

“Validity refers to the degree to which evidence 
and theory support the interpretations of test 
scores entailed by the proposed uses of tests.”
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What?

• Total test score
• Sub-scores
• Item-level performance
• Normative feedback 

• How does individual performance compare to that of a 
group?

• Criterion-based feedback
• How does individual performance compare to criteria of 

“acceptable” or “good” performance?

• Identification of strengths and weaknesses

How?

• How can this information be communicated effectively?

Example Example

Who?

• Beyond the test taker, who needs test performance 
information?

• What information (i.e. total score and/or subscores) ?
• What level (i.e. individual test taker and/or aggregate)?

Test Development Process: Maintain Test
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Role of Test Maintenance

• Allows for validation that the interpretation of test scores 
remains appropriate over time

• Conduct regular analyses to evaluate the form- and item-
level statistics of the operational test

• Make informed decisions regarding the health of the test

• Engage in future planning for the test program, including 
setting plans for forms maintenance and content refresh 
cycles

• Update technical manuals with evidence supporting the 
validity and utility of the test

Role of Test Maintenance

• Plan to routinely analyze test and item performance 
and incorporate new content to keep test relevant and 
meaningful over time

• Can either introduce pilot items or recycle less exposed 
items while in operational administration

• Need to determine how often you will re-visit your test 
forms, considering the following:

• Test taker volumes, including beta form test taker sample 
size and representativeness, 

• domain and content relevancy and changes, 
• and exposure or other security concerns.

Test Maintenance Plan

• Test taker volumes impact 
the frequency of necessary 
analysis and maintenance

• Beta tests with small test taker 
samples (< 100) require more 
immediate maintenance once re-
assembled into operational forms to 
ensure stability of item statistics

• Larger volume tests have higher 
exposure rates for both test forms 
and individual items, thus needing 
more frequent maintenance to 
ensure forms remain parallel 

Low volume = Annually

Moderate volume = Biannually

High volume = Quarterly

Very High volume = Monthly

Break

10 minutes

Breakout Groups

Development Activities in the Virtual Environment

Or

Program Accreditation

Session 3: Remote 
Proctoring
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Remote Proctoring: Top Areas of Concern

 Security
 Validity/Fairness/Consistent Experience/Equivalence
 Access/Capacity/Ease of Use
 Capacity for Alternate Item Types
 Reputation/Stakeholder Buy-in
 Cost
 Proctor Concerns
 Accreditation

Session 4: Security 
Analyses

Psychometric Security Analyses: 
Detecting Collusion & Pre-Knowledge

AlpineTesting.com

Basic Analyses

• Exam/Item 
Performance Over 
Time

• Score/Time 
Combination

Other Security Considerations
(Non-Psychometric?)

• Written Security, Cheating, and Ethics Policies

• Written Candidate Agreements

• Physical Security
• Procedures (e.g., checking IDs, shredding scratch paper)
• Technologies (e.g., biometrics, browser lock-down)

• Monitoring
• Web searches
• Test prep providers

Session 5: General Q&A
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More Information: alpinetesting.com Webinars Contact Information

• Corina M. Owens, Ph.D.
corina.owens@alpinetesting.com

• Brett P. Foley, Ph.D.
brettfoley@alpinetesting.com
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